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 A B S T R A C T

With computational modeling of lyophilization in vials, the pressure coupling between the sublimation front 
and the drying chamber has traditionally been calculated using a simplified mass transfer resistance model 
in the form of a 𝑅𝑝 model, which takes into account the headspace and the stopper in a simplified way. 
In developing a 3D CFD-based digital twin of lyophilization in vials, a need arises for a mass flow rate-
dependent vial headspace/stopper model, as it enables a more accurate calculation of the pressure conditions 
above the shelf as well as pressure conditions directly at the sublimation front, the latter directly affecting the 
sublimation mass transfer rate as well as the temperature inside the product, which is crucial for determining 
the risk of product collapse. The local pressure variations at a shelf level affect the heat transfer conditions 
due to heat conduction in the low pressure environment of the drying chamber. In the present work the 
development of a coupled multilevel vial lyophilization model for the freeze-drying of vials is reported, with 
the time-dependent 1D heat and mass transfer model at the vial level coupled with the time-dependent 3D 
low-pressure CFD model of the flow of the water vapor–air mixture in the drying chamber heated by the 
shelves. A direct pressure coupling between the sublimation front and the drying chamber space in form of 
vial type specific headspace/stopper resistance model is implemented. The developed multilevel lyophilization 
model is used to study the pressure build-up above the shelf and the headspace of the vial and its influence on 
the product temperature at the bottom of the vial using simulations carried out for different chamber pressures 
(6 Pa and 22 Pa), shelf temperatures (−20 oC and +10 oC) and vial types (10R and 15R). By implementing 
previously developed vial headspace/stopper pressure resistance models, the computational results show that 
the pressure build-up above the shelf and vial headspace significantly affect the product temperature at the 
bottom of the vial, especially at low chamber pressures (≤ 6 Pa) and small gap sizes between the rubber 
stopper and the shelf above it. The increased pressure outside the vial leads also to higher heat transfer by 
conduction, which is particularly pronounced at the central shelf positions and within smaller shelf gaps. These 
results underline the importance of using a coupled multilevel model when analyzing the relationship between 
the local pressure variations above the shelf and their direct influence on product drying conditions, further 
improving the predictive capabilities of CFD based multilevel lyophilization models, especially with respect to 
detecting the product collapse temperature.
1. Introduction

Freeze-drying, or lyophilization, is a widely used dehydration pro-
cess in pharmaceutical manufacturing, particularly for preserving bio-
pharmaceuticals, vaccines, and other heat-sensitive formulations. Un-
like conventional drying, lyophilization takes place at low tempera-
tures, ensuring that product stability is maintained while extending 
shelf life. The process consists of three distinct phases: freezing, primary 
drying, and secondary drying. Initially, the aqueous solution contain-
ing the active ingredient is frozen at atmospheric pressure, forming 
ice crystals [1]. In the primary drying phase, the system pressure is 
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reduced while heat is gradually supplied via heated shelves to promote 
sublimation of the ice. Once all the ice has been sublimated, secondary 
drying commences, wherein residual moisture is removed by further 
increasing the shelf temperature to facilitate desorption. This step is 
crucial to achieving the desired moisture content for long-term product 
stability.

Mathematical models of varying complexity have been developed 
to simulate the dynamic drying process within vials. These models 
range from simple zero-dimensional (0D) lumped models [2] to more 
detailed one-dimensional (1D) [3] and two-dimensional (2D) axisym-
metric vial models [4,5]. The primary advantage of 0D models lies 
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in their computational efficiency, making them ideal for parametric 
studies and initial process design. However, their simplifications limit 
their accuracy when scaling up to industrial applications. One of the 
main drawbacks of lyophilization is its inherently long drying times and 
high operational costs [6]. To mitigate these issues, more aggressive 
drying cycles have been explored to accelerate the process and reduce 
energy consumption [7]. The chamber pressure plays a key role in 
controlling the heat input to the drying product [2,8–10]. Increasing 
chamber pressure enhances heat transfer, leading to faster drying, but 
also introduces the risk of product collapse due to excessive thermal 
stress. Conversely, lower chamber pressures ensure structural integrity 
but at the expense of prolonged drying cycles. A critical limitation in 
aggressive drying cycles is the possibility of choked flow, where the 
sublimation rate increases to a point where the water vapor velocity 
reaches the speed of sound in the connecting duct. This phenomenon 
can lead to uncontrolled pressure increases and potential batch failure 
if the product temperature exceeds its collapse threshold.

Flow conditions within the lyophilizer significantly impact local 
drying kinetics, necessitating the use of computational fluid dynamics 
(CFD) to model the process. CFD simulations solve continuum-based 
transport equations (Navier–Stokes equations) and have demonstrated 
their accuracy in capturing flow behavior under rarefied conditions by 
appropriately modifying boundary conditions [11]. Commercial CFD 
codes have been extensively used to analyze choked flow [12,13] 
and optimize system performance by adjusting chamber pressure and 
shelf temperature. Additional research has investigated the influence of 
heterogeneous vapor–fluid dynamics within the drying chamber [14]. 
Factors such as pressure gradients along shelves, non-uniform shelf 
temperatures, and the introduction of inert gases have been shown to 
affect drying efficiency. Studies have also focused on modeling flow 
through the connecting duct between the drying chamber and the 
condenser [15–17], as well as pressure drop effects due to vial and 
stopper geometry [18] and stopper position [19]. Some studies [16,20] 
have modeled non-uniform freezing on condenser surfaces, while oth-
ers [21] have incorporated deposition as a volumetric mass sink in CFD 
simulations. In [22] a mechanistic model that provides detailed insights 
into the kinetics of ice deposition during freeze-drying as a function of 
the condenser surface temperature was recently developed.

Another major challenge in lyophilization is scaling up from labo-
ratory to production-scale freeze dryers. Differences in hydrodynamic 
conditions, heat transfer, and mass transfer characteristics make direct 
scale-up difficult. Studies have explored the effects of vial geometry 
and stopper design on pressure drop inside vials [2], highlighting 
the need for a comprehensive understanding of vial-specific resistance 
to sublimation flow. While prior CFD-lyophilization models [23,24] 
have successfully coupled 3D CFD simulations with quasi 1D vial 
drying models, pressure variations inside the vial-stopper interface 
remain poorly characterized. This work addresses this gap by devel-
oping a coupled CFD-1D model that integrates chamber flow dynamics 
with vial-scale mass transfer to accurately predict drying behavior at 
different scales.

2. Lyophilization in vials inside of drying chamber

During drying, the main driving force is the pressure difference 
between the vapor pressure at the sublimation surface and the chamber 
pressure. During sublimation, the process consumes heat, resulting in 
a drop in product temperature, which is prevented by supplying heat 
through heated shelves. To promote further drying, it is desirable to 
reach the highest allowable temperature of the product by increasing 
the temperature of the shelf, which increases the saturation pressure of 
the water vapor and thus increases the driving force for mass transfer. 
As the mass flow rate of the sublimate increases, this results in higher 
water vapor velocities inside the vial, which increases the pressure drop 
inside the vial. This leads to increased local pressure inside the vial 
(sublimation surface), which acts as an additional resistance for the 
2 
mass transfer [2,18]. On the other hand, the main mass transfer resis-
tance occurs due to the formation of the dried porous cake that forms 
during drying of typical pharmaceutical solutions. As drying progresses, 
the height of the cake increases, resulting in higher resistance for mass 
transfer. When designing the scale-up procedure for lyophilization in 
vials, the focus is predominantly on the determination of the 𝐾𝑣, the 
heat transfer coefficient, and determination of the product mass flow 
resistance i.e. 𝑅𝑝. In the definition of the latter, typically the pressure 
difference between the sublimation front and the chamber pressure 
is used. This approach is straightforward to use, but the pressure 
difference, used in development of the 𝑅𝑝 model, includes pressure 
drop not only due to the dried porous layer of the material, but also 
a non-negligible pressure drop contribution from the hydraulic resis-
tance of the vial headspace, vial stopper as well as the local pressure 
increase across the shelves (due to the vapor flow). The classical way of 
defining the 𝑅𝑝 is therefore applicable only for a selected combination 
of the product properties, vial geometry, stopper geometry and drying 
chamber geometry (clearance between the shelves).

2.1. Experimental study

Since the objective of this work is to evaluate the local pressure 
rise and the geometry of the drying chamber on the drying kinetics 
of the product inside the vial, specific experiments were performed 
to determine the sublimation kinetics. From the experimental results, 
in the form of time-dependent product temperature measurements or 
a combination of recorded temperatures and mass flow rates [25], 
model parameters for the numerical model are determined and used 
for validation of the numerical model.

2.1.1. Materials
In the experiments, 10R borosilicate glass vials were used, having 

an outer diameter of 24 mm (𝑑𝑣), an inner diameter of 22 mm (𝑑𝑝), 
and an inner diameter of the vial neck of 12.6 mm. The height of the 
10R vial is 45 mm and 52 mm with half inserted rubber stopper. 5% wt 
mannitol-water solution was used for all the experiments, which were 
performed in a Kambic LIO-2000 LFT [26] freeze dryer. To investigate 
the influence of the gap size on the pressure increase above the shelf, an 
additional numerical study was carried out with 15R vials, which have 
the same diameter as the 10R vials but a larger gap of 4.5 mm between 
the bottom of the vial and the top of the rubber stopper. No experiments 
were carried out with the 15R vials. The dryer has a separate drying 
chamber with two temperature-controlled stainless steel shelves, with 
a distance between the shelves of 71.5 mm, each with a shelf area 
of about 0.09 m2 (width and length of 300 mm), and a condensation 
chamber with a condenser capacity of 5 kg. The pressure in the freeze 
dryer was monitored with the Pirani pressure gauge, which is also 
used to control the vacuum pump. However, instead of relying on its 
inefficient control loop, pressure regulation was managed manually. To 
improve pressure measurement, an additional capacitive manometer 
was installed on the existing system and connected to an external 
data acquisition system. The system pressure was set to the mini-
mum attainable pressure, ensuring that the vacuum pump remained 
on. To maintain the desired pressure (as monitored by the capacitive 
manometer), nitrogen was introduced into the chamber, and the flow 
rate was manually adjusted using the bleed valve. Temperatures were 
measured using type 𝑇  thermocouples that were 0.5 mm thick. Data 
were collected using the National Instrument NI cDAQ-9174 system.

2.1.2. Experimental protocol
To validate the numerical model of drying of the product inside of 

the vial for a full freeze dryer, experiments were conducted with 10R 
vials. The purpose of the experiment was to determine the local drying 
kinetics for vials at different shelf locations. The vials were filled with 
2 mL of mannitol-water solution. The thermocouples were positioned 
at the bottom of the vial (height = 0.5 ± 0.5 mm), and 144 vials were 
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Table 1
Freeze-drying cycles of 5% mannitol-water solution.
 Protocol Variable Freezing Primary drying Secondary drying 
 
P1

𝑇𝑠ℎ −35 ◦C −20 ◦C +20 ◦C  
 𝑝𝑐 6 h 25 h 5 h  
 Time 22 Pa 22 Pa  
 
P2

𝑇𝑠ℎ −35 ◦C +10 ◦C +20 ◦C  
 Time 6 h 10 h 5 h  
 𝑝𝑐 22 Pa 22 Pa  

loaded on each shelf (the bottom and upper shelf) of the freeze dryer. 
The freezing step lasted 6 h at the shelf temperature of −35 ◦C (𝑇𝑠ℎ,𝑓 ) 
and atmospheric pressure, then the chamber pressure was lowered and 
the shelf temperature was increased. Two sets of experiments were 
performed for each considered vial, at chamber pressure of 22 Pa 
and two different shelf temperatures. For the protocol P1, the shelf 
temperature was 𝑇𝑠ℎ,𝑝𝑑 = −20 ◦C, for protocol P2 𝑇𝑠ℎ,𝑝𝑑 = +10 ◦C, 
summarized in Table  1. Each cycle was repeated four times, one cycle to 
measure the temperature of the product in the center and at the edge 
vials and three cycles for the sublimated mass. Controlled nucleation 
was not used in the experiments, which means that ice structure 
formation was not uniform, which could lead to variations in product 
resistance in different runs. For protocol P1 after 11 h and for protocol 
P2 after 3 h the vials were removed from the dryer and weighed to 
± 0.01 g accuracy using the Kern KB 650-2N balance. This was used 
to determine the average sublimated mass. Since three cycles were 
performed for the mass loss, this allowed the average drying behavior 
to be evaluated and helped to mitigate the effects of variability in 
product resistance. Based on the described procedure, the confidence 
interval for the obtained mean values of the measured temperatures 
and mass losses was calculated using Student’s 𝑡 distribution.

3. Computational model- multilevel model

In this paper, which presents a coupled numerical model for trans-
port phenomena inside of freeze dryer and drying kinetics of the 
product in the vial, the basic idea is the following. The drying kinetics 
of a product inside each vial is simulated using a special 1D model 
(see Fig.  1) in which the pressure drop 𝛥𝑝 experienced by the water 
vapor as it travels through the headspace of the vial is considered as an 
empirical correlation from the work of Kamenik et al. [18]. The reason 
for this is that the numerical grids required to adequately describe 
the flow pattern through the numerous vial headspace openings (the 
number of vials can range from a few hundred to a few thousand) 
would be extremely large, resulting in high computational costs and 
long simulation runs. In the work of Kamenik et al. [18], which studied 
a pressure drop within a single vial, one half of the vial was simulated, 
resulting in a grid of 282,000 elements for the CFD calculations. If the 
headspace above the product in each of the vials were modeled, this 
would yield numerical grids in the range of several million elements. 
The local drying kinetics of each vial depend on the local pressure 
value, which affects heat and mass transfer. The heat transfer from the 
heated shelf to the vial depends on the pressure value. The higher the 
local pressure, the higher the local heat transfer to the vial. The local 
pressure is also needed as a boundary condition for the 1D model that 
describes the drying kinetics of a product in the vial. There is a clear 
need to obtain the local flow conditions for the vials to evaluate the 
mutual influence of all vials and local pressure variations in the drying 
chamber. This is achieved by a proposed coupled numerical solution 
of heat and mass transfer within the product, which uses a 1D model 
describing the drying kinetics of a product inside the vial and the 3D 
flow in the drying chamber, and provides local pressure values for 
each vial calculated using computational fluid dynamics. In this work, 
a multilevel model is proposed using the TCP server, which connects 
the external standalone 1D program written in Fortran programming 
language with the commercial ANSYS Fluent code.
3 
3.1. 3D CFD drying chamber model

The simulations of the flow through the drying chamber were 
performed using the ANSYS Fluent code [27]. The following governing 
equations describe the basic physical laws of fluid flow. The equation 
for the conservation of mass (continuity equation) is written as: 
𝜕𝜌
𝜕𝑡

+ ∇ ⋅ (𝜌𝑢) = 0. (1)

The local mass fraction of each species considered is predicted from 
the solution of the convection–diffusion equation. This conservation 
equation is written in the following form 
𝜕(𝜌𝑌𝑗 )
𝜕𝑡

+ ∇ ⋅ (𝜌𝑢𝑌𝑗 ) + ∇ ⋅ 𝐽𝑗 = 0, (2)

where and (𝐽𝑗) is the diffusion flux of species j. The balance of the 
momentum is described by: 
𝜕(𝜌𝑢)
𝜕𝑡

+ ∇ ⋅ (𝜌𝑢𝑢) = −∇𝑝 + ∇ ⋅ (𝜏) + 𝜌𝑔. (3)

The ANSYS Fluent code, which was used in the present work, solves 
the energy equation in the following form: 
𝜕(𝜌𝐸)
𝜕𝑡

+ ∇ ⋅ (𝑢(𝜌𝐸 + 𝑝)) = ∇ ⋅

(

𝑘∇𝑇 −
∑

𝑗
ℎ𝑗𝐽𝑗 + (𝜏𝑒𝑓𝑓 ⋅ 𝑢)

)

, (4)

where 𝑘 is the thermal conductivity. The first term on the right-hand 
side of the equation represents energy transfer by conduction, the 
second term represents species diffusion, and the third term represents 
viscous dissipation. During the typical freeze-drying cycle, chamber 
pressures are extremely low (typically between 1 and 100 Pa). At this 
range, the Knudsen number increases above 0.01 and additional model 
modifications are needed [28]. We use the available Maxwell model 
to model the velocity slip and temperature jump on the walls, more 
in depth description of the model can be found in work of Kamenik 
et al. [18].

To calculate the density of a multicomponent compressible gas, 
an ideal gas model was used, which calculates the density using the 
following equation 

𝜌 =
𝑝𝑜𝑝 + 𝑝

𝑅𝑇
∑

𝑖
𝑌𝑖

𝑀𝑤,𝑖

, (5)

where 𝑝 is the local relative (gauge) pressure predicted by ANSYS 
FLUENT and 𝑝𝑜𝑝 is the operating pressure, 𝑌𝑖 is the mass fraction of 
the 𝑖th species and 𝑀𝑤,𝑖 is the molecular weight of the 𝑖th species.

3.1.1. Fluid material properties
The following material properties were used for the calculation. For 

water vapor, the following values are used: Molar mass 18.015 kg∕kmol, 
characteristic length 𝜎 = 2.605 Å, energy parameter 𝜖∕𝑘𝑏 = 572.5 K, en-
ergy accommodation coefficient 𝛼𝑐 = 0.48, tangential accommodation 
coefficient 𝛼𝑡 = 0.91 and specific heat 𝑐𝑝,𝑣 = 1859 J∕(kg K). For inert gas 
(nitrogen) the following values are used: Molar mass 28.0134 kg∕kmol, 
characteristic length 𝜎 = 3.798 Å, energy parameter 𝜖∕𝑘𝑏 = 71 K, 
energy accommodation coefficient 𝛼𝑐 = 0.45, tangential accommoda-
tion coefficient 𝛼𝑡 = 0.91 and specific heat 𝑐𝑝,𝑣 = 1006 J∕(kg K). For 
viscosity, in both cases, the power relation 𝜇 = 𝜇𝑟𝑒𝑓 (𝑇 ∕𝑇𝑟𝑒𝑓 )𝑛 (power 
law) is used with the values for water 𝜇0 = 8.9𝑒−06 Pa s, 𝑇𝑟𝑒𝑓 = 273 K
in 𝑛 = 1 [20], and for nitrogen 𝜇0 = 1.66𝑒−05 Pa s, 𝑇𝑟𝑒𝑓 = 273 K
in 𝑛 = 0.74 [20]. A temperature-dependent thermal conductivity was 
prescribed, the values of which were obtained from the website NIST 
(National Institute of Standards and Technology, U. S. Department 
of Commerce) [29]. Thermal conductivity of the nitrogen and water 
vapor was prescribed as a linear function. For the nitrogen the thermal 
conductivity of 0.0204 W∕(m K) at −50 ◦C and 0.0254 W∕(m K) at 
+20 ◦C was used and for the water vapor the thermal conductivity of 
0.015 W∕(m K) at −50 ◦C and 0.017 W∕(m K) at +20 ◦C was used.
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Fig. 1. Schematics of a coupled CFD-1D model for simulating drying kinetics of the product in all the vials in freeze dryer.
3.1.2. Numerical methods
The pressure-based segregated algorithm SIMPLE [27] was used for 

the calculations. Since the gas consists of two components (H2O-vapor 
and N2), the species transport model was used. The following laws 
were used to calculate the mixture properties. For the specific heat: 
the mixing law, for the thermal conductivity and the viscosity of the 
mixture: the ideal gas mixture law, and for the calculation of the mass 
diffusivity: the kinetic theory. For the pressure discretization, PRESTO! 
(PREssure STaggering Option) was used, with a second order upwind 
scheme for density, momentum, species and energy.

3.2. Vial drying kinetics model

For the drying kinetics of the product inside the vial, the numerical 
model by Ravnik et al. [3] was used. The governing equations for 
the heat and mass transfer phenomena apply to the volume of the 
vial occupied by the frozen solution, in our case a mannitol-water 
mixture. The frozen region is considered as a homogeneous mixture 
with spatially independent material properties and the gas phase is 
modeled as a binary ideal gas mixture in thermal equilibrium with 
the porous cake. At the sublimation front, the equilibrium between the 
water vapor pressure and the solid ice is assumed. In Fig.  2, the heat 
and mass flows in the vial and the labels used are shown. In the Region 
1 (cake) the heat is transferred due to vapor and inert gas convective 
fluxes (which implicitly include the effects of porosity in the 𝑁𝑖 and 
𝑁𝑣 term, more details in the paper by Ravnik et al. [3]) as well as 
due to heat conduction, with additional heat sink due to desorption of 
water from the porous part of the drying substance. The conservation 
of energy for the Region 1 (cake) therefore reads as 

𝜌1𝑐𝑝,1
𝜕𝑇
𝜕𝑡

⏟⏞⏞⏟⏞⏞⏟
𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛

+ ∇⃗ ⋅
(

(�⃗�𝑣 + �⃗�𝑖)𝑐𝑝,𝑔𝑇
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

= 𝜆1∇2𝑇
⏟⏟⏟
𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛

+𝛥𝐻𝑣𝜌1,𝑝
𝜕𝐶
𝜕𝑡

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
𝑑𝑒𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛

(6)

where 𝑐𝑝,𝑔 is the specific heat for the mixture of water vapor and inert 
gas in Region 1 (cake), 𝜆1 is thermal conductivity for a mixture of 
porous cake, water vapor and inert gas, 𝑐𝑝,1 is the effective specific heat 
for a mixture of porous cake, water vapor and inert gas. In the Region 
2 (frozen solution) the heat transfer mechanism is heat conduction, 
resulting in the following equation for the conservation of energy: 

𝜌2𝑐𝑝,2
𝜕𝑇
𝜕𝑡

⏟⏞⏞⏟⏞⏞⏟
𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛

= 𝜆2∇2𝑇
⏟⏟⏟
𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛

(7)

At the sublimation front, where the frozen and porous part of the 
domain are in contact, the ice undergoes the phase change, consuming 
the sublimation enthalpy for this process. At the sublimation front, 
the frozen region and the porous region have equal temperatures, 
however, due to different heat conductivities, moving front phenomena 
4 
and sublimation process, the heat fluxes in both parts of the domain are 
connected through the following interface condition: 

𝜆2
𝜕𝑇
𝜕𝑛

|

|

|

|2
+ 𝑣𝑛𝜌2𝑐𝑝,2𝑇

⏟⏞⏞⏟⏞⏞⏟
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑟𝑚

= 𝜆1
𝜕𝑇
𝜕𝑛

|

|

|

|1
+ 𝑣𝑛𝜌1𝑐𝑝,1𝑇

⏟⏞⏞⏟⏞⏞⏟
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑟𝑚

−𝛥𝐻𝑠𝑁𝑣,𝑛
⏟⏞⏟⏞⏟
𝑠𝑢𝑏𝑙𝑖𝑚𝑎𝑡𝑖𝑜𝑛

−𝑁𝑣,𝑛𝑐𝑝,𝑔𝑇 |1
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

(8)

where the condition �⃗�𝑖 = 0 for the inert gas was considered. Conser-
vation of mass needs to be computed only in Region 1 (cake), for both 
water vapor and inert gas, which are treated as ideal gases. Water vapor 
mass conservation reads as 

𝜖
𝑀𝑣
𝑅

𝜕
𝜕𝑡

( 𝑝𝑣
𝑇

)

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛

+ ∇⃗ ⋅ �⃗�𝑣
⏟⏟⏟
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

= − 𝜌1,𝑝
𝜕𝐶
𝜕𝑡

⏟⏟⏟
𝑑𝑒𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛

(9)

and inert gas mass conservation is 

𝜖
𝑀𝑖
𝑅

𝜕
𝜕𝑡

( 𝑝𝑖
𝑇

)

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛

+ ∇⃗ ⋅ �⃗�𝑖
⏟⏟⏟
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

= 0. (10)

The critical part for the performance of the lyophilization models is a 
correct modeling of water vapor and inert gas mass fluxes. The gradient 
theory of mass transfer is applied, leading to expressions 

�⃗�𝑣 = −
𝑀𝑣
𝑅𝑇

(𝑘1∇⃗𝑝𝑣 + 𝑘2𝑝𝑣(∇⃗𝑝𝑣 + ∇⃗𝑝𝑖)) (11)

�⃗�𝑖 = −
𝑀𝑖
𝑅𝑇

(𝑘3∇⃗𝑝𝑖 + 𝑘4𝑝𝑖(∇⃗𝑝𝑣 + ∇⃗𝑝𝑖)) (12)

where 𝑘1, 𝑘2, 𝑘3 and 𝑘4 are diffusivities. More details about the imple-
mentation of the model can be found in work of Ravnik et al. [30].

Initially, the volume consists only of ice (frozen product) and as 
drying progresses, a porous cake is formed. To avoid numerical dif-
ficulties associated with the moving grid, an initial thickness of the 
dried region of 2% of the total cake height is prescribed [31,32]. 
The governing equations of heat and mass conservation for the one-
dimensional approximation of the vial were discretized using the finite 
difference method. The central differencing scheme was used for the 
spatial derivatives and the backward Euler scheme for the temporal 
derivatives. Numerical simulations of the freeze-drying of the mannitol 
solution were performed with 50 grid points uniformly distributed 
between the solid and porous parts of the domain, and with a time 
step of 1 s, as established in a previous work [3]. The initial height 
of the cake was ℎ𝑓𝑖𝑙𝑙 = 6.706 mm. The start of the one-dimensional 
model was 𝑧𝑖𝑛𝑡𝑓 ,𝑠𝑡𝑎𝑟𝑡 = 0.98 L. At the bottom, when the sublimation 
interface reached 2% of the total height, the simulation of the primary 
drying phase was continued using a simple linear algebraic model [31] 
with extrapolated drying kinetics by using the last one-dimensional 
calculated drying rate to calculate the removal of the bottom 2% of 
the ice.
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Fig. 2. Heat and mass flows in the vial and the labels used.
3.2.1. Boundary conditions
For 1D model, pressure boundary condition is needed on the cake-

air interface. The water vapor partial pressure is set as 

𝑝𝑣,𝑙 = 𝑝𝑐,𝑙𝑥𝑣,𝑙 + 𝛥𝑝𝑠,𝑙 (13)

where 𝑝𝑐,𝑙 is the local chamber pressure above the vial and 𝑥𝑣,𝑙 is the 
local mole fraction of the water vapor. For the local pressure increase 
inside of the vial headspace 𝛥𝑝𝑠,𝑙, correlation proposed by Pikal [2] for 
water vapor flow in the form of pressure resistance is used 

𝛥𝑝𝑠,𝑙 = �̇�𝑙𝑅𝑠, (14)

where �̇�𝑙 [g∕h] is the sublimate vapor mass flow, 𝛥𝑝𝑠,𝑙 [Pa] is the pres-
sure drop in vial head space, and 𝑅𝑠 [(Pa h)∕g] is the stopper resistance 
describing the predominantly viscous flow with a contribution from the 
Knudsen flow. Resistance, that depends on the chamber pressure [2] is 
calculated from the following expression 

𝑅−1
𝑠 = 𝑎 + 𝑏𝑝, (15)

where 𝑝 is the mean pressure across the barrier (through the closure) 
𝑝 = (𝑝𝑐,𝑙 + 𝑝𝑣,𝑙)∕2 and 𝑎 and 𝑏 are model constants. Since the 10R vial 
has the same neck width and the rubber stopper geometry as the 6R 
vial, the values for the 𝑎 = 0.0658 g/(Pa h) 𝑏 = 0.015 g∕(Pa2 h) were 
used, taken from the work [18].

The Ravnik model [3] in its basic form requires a prescribed coeffi-
cient 𝐾𝑣, but in this case, we want this coefficient to update according 
to the local pressure value above the vial. The heat flow rate to the 
bottom of the vial �̇�𝑏𝑜𝑡 (applied to the bottom of the frozen domain) is 
proportional to the overall heat transfer coefficient 𝐾𝑣 and the temper-
ature difference between the shelf temperature 𝑇𝑠ℎ and the temperature 
at the bottom of the vial 𝑇𝑏𝑜𝑡: 

�̇�𝑏𝑜𝑡 = 𝐾𝑣𝐴𝑏𝑜𝑡(𝑇𝑠ℎ − 𝑇𝑏𝑜𝑡) , (16)

where the heat transfer coefficient is calculated based on the local 
pressure (derived from the total pressure above the vial), which is 
computed by the CFD model for each time step. With termal radiation, 
part of the heat is supplied via the upper surface (applied to the top of 
the cake). The heat flow to the cake-air interface is calculated as 

�̇�𝑡𝑜𝑝 = 𝜎𝐹12,𝑡𝐴𝑏𝑜𝑡(𝑇 4
𝑠ℎ − 𝑇 4

𝑡𝑜𝑝) , (17)

where 𝐹12,𝑡 is the view factor. The calculation of the heat transfer 
coefficient 𝐾𝑣 is based on the heat transfer model presented in the 
following subsection.
5 
3.2.2. Calculation of pressure dependent heat transfer coefficient
In this paper, the constant vial heat transfer coefficient is used. 

The calculation of the heat transfer coefficient is based on the heat 
transfer model presented in work of Ramšak et al. [33]. The heat 
transfer coefficient of the vial consists of multiple heat inputs through 
different surfaces of the vial. Heat is added by conduction (through the 
contact surface between the vial and the shelf), by thermal radiation 
from the heated shelves, and by conduction through the gas inside the 
drying chamber. The effect of fluid motion inside the drying chamber 
(convection) can be neglected due to the very low system pressure. On 
the other hand, the effect of additional heat radiation from the walls 
of the drying chamber on the vials located at the edge of the shelf is 
present [34,35]. Due to the curvature at the bottom of the vial, only 
part of the bottom surface of the vial is in direct contact with the shelf 
and for the remaining surface there is a gap between the bottom surface 
of the vial and the shelf.

On the other hand, the vial packing density additionally affects 
the heat transfer rate to a vial, as reported in the works of Gieseler 
& Lee [36], Hibler et al. [37], and more recently Ehlers et al. [38], 
and Matejčíková and Rajniak [39]. This is typically accounted for by 
introducing the packing factor (PF) when considering the heat transfer 
from the shelf. For the surface of the vial that is in direct contact with 
the shelf, the heat transfer coefficient 𝐾𝑣𝑐 is 

𝐾𝑣𝑐 = 𝐾𝑣𝑐,𝑒𝑥𝑝
𝐴𝑏𝑜𝑡
𝐴𝑐𝑜𝑛𝑡.

𝑃𝐹𝐶
𝑃𝐹

(18)

where 𝐴𝑐𝑜𝑛𝑡. is the contact area and 𝐾𝑣𝑐,𝑒𝑥𝑝 is the heat transfer coeffi-
cient due to direct contact (experimentally determined to represent in 
this case only the conductive heat transfer through the contact area, 
taken from the work of Scutella et al. [35]). It is defined over the 
entire bottom surface of the vial to ensure uniform scaling, but does 
not include contributions from other mechanisms such as radiation or 
conduction through the gas layer. In the present work, the value of 
𝐴𝑐𝑜𝑛𝑡. is taken from the literature [33] and corresponds to 15.7% of the 
bottom area of the vial. The 𝑃𝐹𝐶 is the packing factor for the central 
vial, and 𝑃𝐹  is the packing factor for the local vial, which depends on 
the position of the vial. The spatial variation is shown in Fig.  3(b).

In the gap between the shelf and the bottom of the vial, heat is trans-
ferred by two mechanisms. Part of the heat is transferred by thermal 
radiation between the two surfaces [2] and the second mechanism is 
conduction through gas 

𝐾𝑣𝑏 = 𝜎𝐹12,𝑏(𝑇𝑠ℎ,𝑝𝑑 + 𝑇𝑏𝑣)(𝑇 2
𝑠ℎ,𝑝𝑑 + 𝑇 2

𝑏𝑣) +
𝐶2𝑝𝑐

1 + 𝑙𝑏 𝐶 𝑝
(19)
𝜆𝑎𝑚𝑏 2 𝑐
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Fig. 3. View factors and packing factors depending on the location of the vial on the shelf. The same applies for both shelves [36].
with 

𝐶2 = 𝛬0

(

𝛼𝑐
2 − 𝛼𝑐

)[

273.15
𝑇𝑔𝑎𝑠

]0.5
, (20)

𝐹12,𝑏 =
1

[

1 +
(

1
𝜖𝑔𝑙𝑎𝑠𝑠

− 1
)

+
(

1
𝜖𝑠ℎ𝑒𝑙𝑓

− 1
)] = 0.17, (21)

where 𝑝𝑐 is the pressure inside the chamber, 𝑇𝑣𝑏 = 0.75𝑇𝑠ℎ,𝑝𝑑 +0.25𝑇𝑠ℎ,𝑓
is the temperature of the vial at the bottom, 𝑇𝑔𝑎𝑠 = 𝑇𝑠ℎ,𝑝𝑑 is the gas 
temperature approximated as the shelf temperature, 𝜎 is the Stefan–
Boltzmann constant, 𝜆𝑎𝑚𝑏 is the free molecular thermal conductivity 
of the water vapor, 𝐹12,𝑏 is the effective view factor for the bottom, 
the parameter 𝐶2 accounts for the free molecular flow heat transfer 
coefficient 𝛬0, 𝛼𝑐 is the thermal accommodation coefficient, and 𝑙𝑏 is 
the integral conduction length at the bottom of the vial (𝑙𝑏 = 1∕3⋅ℎ𝑔𝑎𝑝,𝑏). 
The first term describes the thermal radiation and the second term the 
conduction through the gas. The view factor 𝐹12,𝑏 is calculated with the 
values 𝜖𝑔𝑙𝑎𝑠𝑠 = 0.78 and 𝜖𝑠ℎ𝑒𝑙𝑓 = 0.18. Due to the temperature difference 
between the side wall of the vial and the shelves, heat is transferred to 
the side of the vial by conduction through the gas in addition to thermal 
radiation, and then transfer by conduction through the glass wall, i.e. 

𝐾𝑣𝑠 = 𝜎𝐹12,𝑠(𝑇𝑠ℎ,𝑝𝑑 + 𝑇𝑣𝑖𝑎𝑙)(𝑇 2
𝑠ℎ,𝑝𝑑 + 𝑇 2

𝑣𝑖𝑎𝑙) +
1

1
𝐶2𝑝𝑐

+ 𝑙𝑠𝑠
𝜆𝑎𝑚𝑏

+ 𝛿𝑔𝑙𝑎𝑠𝑠
𝜆𝑔𝑙𝑎𝑠𝑠

(22)

where 𝐹12,𝑠 is the effective view factor for the side wall, 𝛿𝑔𝑙𝑎𝑠𝑠 is the 
wall thickness of the vial, and 𝑙𝑠𝑠 = ℎ𝑓𝑖𝑙𝑙∕3 is the integral conduction 
length at the side of the vial. The vials on the side (exposed to the 
chamber walls) receive part of the heat through thermal radiation from 
the surrounding walls, while the central vials are protected from this. 
Therefore, a spatially dependent distribution is used for the view factor 
𝐹12𝑠, specifically 0.18 for the side vials and 0 for the central vials (the 
same for both shelves), as shown in Fig.  3a. (As the freeze dryer is 
located in an air-conditioned room and the front door on the side facing 
the chamber is fitted with a low-emissivity radiation shield and thermal 
insulation, the radiation and convection effects of the front door were 
considered negligible). The overall heat transfer coefficient 𝐾𝑣, defined 
to the outer cross section of the vial, which takes into account the heat 
transfer through the bottom and the side wall of the vial is calculated 
as 

𝐾𝑣 = (𝐾𝑣𝑠𝐴𝑠𝑖𝑑𝑒 +𝐾𝑣𝑏(𝐴𝑏𝑜𝑡 − 𝐴𝑐𝑜𝑛𝑡.) +𝐾𝑣𝑐𝐴𝑐𝑜𝑛𝑡.)∕𝐴𝑏𝑜𝑡 (23)

where 𝐴𝑠𝑖𝑑𝑒 = 𝜋𝑑𝑝ℎ𝑠𝑖𝑑𝑒 is the area of the side of the vial, which is 
decreasing as the drying is progressing (ℎ𝑠𝑖𝑑𝑒 = ℎ𝑖𝑛𝑡. + ℎ𝑔𝑎𝑝,𝑏, dimen-
sion shown on Fig.  2). The values of the model parameters used are 
summarized in Table  2.
6 
Table 2
Values of model parameters.
 Variable Value  
 𝜆𝑔𝑙𝑎𝑠𝑠 1.1 W∕(mK)  
 𝜆𝑖𝑐𝑒 2.54 W∕(mK)  
 𝜆𝑎𝑚𝑏 0.025 W∕(mK)  
 𝜎 5.67 ⋅ 10−8 W∕(m2 K4) 
 𝛥ℎ𝑠𝑢𝑏 2840.2 ⋅ 103 J∕k𝑔  
 𝜌𝑖𝑐𝑒 920.4 kg∕m3  
 𝐾𝑣𝑐 3.67 W∕(m2 K)  
 𝐹12,𝑠 0.0  
 𝐹12,𝑡 0.17  
 𝛼𝑐 0.46  
 𝛬0 1.99 W(m2 KPa)  
 𝛿𝑔𝑙𝑎𝑠𝑠 0.001 m  
 𝑙𝑏 2.33 ⋅ 10−4 m  
 𝑑𝑣 0.024 m  
 𝑑𝑝 0.022 m  
 ℎ𝑔𝑎𝑝,𝑏 0.0007 m  
 𝑇𝑓𝑟𝑒𝑒𝑧𝑒 −35 ◦C  

3.3. Coupling models with TCP server

In this case, two separate programs simulate different aspects of the 
transport phenomena during freeze-drying: the drying kinetics inside 
the vial (modeled in Fortran with the finite difference method) and the 
flow field through the drying chamber (modeled with CFD ANSYS Flu-
ent). These programs work independently of each other and exchange 
key values to ensure consistency. The CFD code requires the boundary 
conditions from the Fortran program (gas temperature and sublimated 
mass flow rate), while the Fortran program requires the local pressure 
values from the CFD simulation. Data is exchanged via a TCP-based 
network socket, with both programs connecting to a central server (Fig. 
4). At the beginning, the Fortran program sends the temperature of 
the shelf to the CFD solver, which calculates the flow field. At each 
time step, the CFD program calculates area-weighted average pressures 
at the vial inlets and transmits them to the Fortran program, which 
updates the drying kinetics and provides new gas temperatures and 
mass flow rates. This iterative exchange continues until the simulation 
has reached the specified time limit.

3.4. Geometrical model and boundary conditions

The final model includes the geometry of the drying chamber and 
part of the geometry of the rubber stopper. As 10R vials were used 
in the experiment, the gap height is 19.5 mm. For the performed 
computations the top surface of the stopper also modeled, leading 
to a more realistic topology of the space between the row of vials 
and the shelf above them. At each local inlet (shown in red at the 
bottom of Fig.  4), the gas mass flow rate and the temperature are set, 
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Fig. 4. The multilevel coupling scheme and the exchange of data between the codes.

provided by an external Fortran code while it computes a new gas 
mass flow rate and temperature for each time step. A mass flow rate 
of 1.6 g/h was specified for nitrogen at the surface through which the 
nitrogen is supplied. At the outlet, located inside the duct leading to 
the condenser, a static pressure of 0 Pa was specified, which, together 
with the specification of a operating pressure within the computational 
domain, ensures the correct system pressure conditions (e.g. if the 
operating pressure is 6 Pa, an absolute pressure of 6 Pa is prescribed). 
The time-dependent temperature of the shelf was specified for the shelf 
surfaces. This was used to model the influence of the heated shelves on 
the gas properties inside the drying chamber. In this way, we model 
the mixing of the cold water vapor produced during sublimation with 
the warmer gas inside the chamber. For the outer walls, which are in 
contact with the environment, a temperature of 10 ◦C was specified. For 
the side walls of the vials (rim vials), the adiabatic boundary condition 
was prescribed (the heat radiation contribution to the sides of the vials 
is taken into account in the 1D vial model, with Eq. (22)). The heat 
conducted into the vial through the shelf is modeled separately by the 
external 1D model, as described in Section 3.2.1.

Two sets of calculations were performed at different shelf tempera-
tures. For first protocol (P1), the prescribed operating pressure was 22 
Pa with the shelf temperature of −20 ◦C and for the second protocol 
(P2), the shelf temperature was +10 ◦C.

Three computational grid densities were considered and validated 
with steady-state simulations. For the operating pressure 8 Pa was used, 
+10 ◦C for the shelf temperature and sublimate mass flow from each 
vial 0.504 g/h. Lower pressure value compared to the experiment (in 
experiment, chamber pressure was 22 Pa) was used, since later we also 
performed parametric study at lower pressures. The coarse grid had 
522,000 elements, medium 1,313,000 and fine 1,972,000 elements. 
Based on the obtained results, the Richardson extrapolation was used to 
compare the pressure values above the vial located at the center of the 
bottom shelf. The grid refinement ratio was 1.32 for fine and medium 
mesh, and 1.38 for medium and coarse mesh, resulting to GCI (Grid 
convergence index) of 0.006% between the fine and medium mesh and 
0.009% between the medium and coarse mesh. As there are almost 
negligible differences between all the considered meshes, for the final 
calculations the coarse grid was chosen. A time-step size of 1 s was 
chosen for the ramp-up part and a larger time-step size of 100.0 after 
first 100 s. In the CFD the convergence criterion was set at RMS of 10−6
for continuity, momentum and energy equations. The 1D model was 
coupled to the CFD model through the TCP server, as a solver for drying 
kinetics for each separate vial based on the pressure results above each 
separate vial from the CFD model.
7 
4. Results and discussion

4.1. Validation of the multilevel model

Fig.  5 shows the time-dependent temperature at the bottom of the 
central and the edge vial at shelf temperature of −20 ◦C. Based on the 
experimental results, we can see that the temperature at the bottom of 
the vial increases with increasing shelf temperature until the drying 
temperature in the quasi-steady state is reached. The same trend is 
observed in the numerical results, where the temperature is within the 
confidence interval of the measurements. The vial at the edge has about 
15% shorter drying time compared to the central vial due to more heat 
being received from the surrounding walls by thermal radiation and 
also due to the fact that the edge vials have fewer neighboring vials 
and they can pump heat from a larger shelf area, which is accounted for 
by applying the packing factor. However, it is important that the mass 
flow rates are correct in addition to the correct drying temperature. 
From Fig.  6(b) and (c) we can see that both vial results fall within 
the confidence interval for the percent dry. However, the confidence 
intervals for the percent dry are quite wide, especially for the central 
vial. Fig.  6 shows the time-dependent temperature at the bottom of the 
central and edge vial at a shelf temperature of +10 ◦C. In this case, we 
can see that the trend is similar at higher shelf temperature, but the 
temperature increases more steeply and the drying times are shorter. 
The vial at the edge has about 20% shorter drying time compared to 
the central vial. As the temperature at the bottom of the vial rises, 
the numerical model initially overestimates the temperature. However, 
once the quasi-steady-state temperature is reached, the predictions 
align with experimental measurements. The percent dry values also 
fall within the confidence interval, though the interval width remains 
comparable to that observed at lower shelf temperatures. The broad 
confidence intervals are attributed to uncontrolled nucleation, which 
results in variations in pore size and, consequently, differences in per-
meability. This effect is more pronounced at lower shelf temperatures, 
where the extended drying cycles amplify these variations.

The higher temperatures observed at the bottom of the vial, which 
exceed the specified shelf temperature, are due to heat transfer by 
radiation from the surrounding walls. In our analysis, radiation is taken 
into account in a simplified way, with calculations based on the shelf 
temperature and the prescribed heat transfer coefficient (𝐾𝑣) for the 
vials.

4.2. Primary drying time

Fig.  7 shows the primary drying times for all vials on the bottom 
shelf at different shelf temperatures. As we can see, in both cases, the 
vials at the edge of the shelf dry the fastest, with the drying time 
increasing towards the center of the shelf. However, the vials in the 
middle are not the slowest, the vials with the slowest drying time are 
the edge vials in the fourth row (from the edge row inwards), which 
is due to the lower local pressure above the vial, resulting in less heat 
being applied to the vial (Fig.  8(a)). Fig.  8 shows the local pressure at 
the vial locations at two time instants, at a primary drying time of 11 h
for the shelf temperature of −20 ◦C and 3 h for the shelf temperature 
of +10 ◦C. As can be seen in Fig.  8(a), the local pressure is highest at 
the front center of the bottom shelf and decreases towards the rear wall 
where the connecting duct is located. At higher shelf temperature, the 
maximum pressure across the vials at the bottom shelf is about 0.4 Pa, 
compared to 0.1 Pa at lower shelf temperature.

4.3. Flow conditions in the lyophilizer at the maximum mass flow of 
primary drying

After initial ramp up of the shelf temperature, the drying proceeds 
under maximum sublimation mass transfer rates, as the porous cake in 
the vial is just starting to form and its influence on mass transfer is 
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Fig. 5. Average temperature at the bottom of vial for shelf temperature of −20 ◦C located (a) in the center of the shelf and (c) on the edge, and percent dry for the (b) central 
vial and (d) edge vial.

Fig. 6. Average temperature at the bottom of vial for shelf temperature of +10 ◦C located (a) in the center of the shelf and (c) on the edge, and percent dry for the (b) central 
vial and (d) edge vial.
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Fig. 7. Primary drying times for each vial located on the bottom shelf (a) for shelf temperature of −20 ◦C and (b) for shelf temperature of +10 ◦C.
Fig. 8. Pressure values across the 10R vials at the bottom shelf at different shelf temperatures. (a) Results at a shelf temperature of −20 ◦C after 11 h of drying. (b) Results at a 
shelf temperature of 10 ◦C after 3 h of drying.
therefore the lowest. In Fig.  9 we see the water vapor flow through the 
system at both tested shelf temperatures. As we can see, the pattern 
is the same in both cases (there are no significantly different flow 
structures) with the water vapor flowing relatively slowly through the 
volume of the drying chamber and then accelerating significantly as 
it enters the connecting duct. Also, at a higher shelf temperature the 
velocities are a much higher due to higher sublimation rates. The 
maximum drying rates occur approximately after 0.5 h of primary 
drying, leading to a maximum impact of the pressure increase in the 
drying chamber on the drying kinetics in the vials. As can be seen in 
Fig.  10, the system pressure increases above the vials located on the 
bottom shelf. At a shelf temperature of −20 ◦C, the pressure above the 
central vials on the bottom shelf increases by about 0.1 Pa (absolute 
pressure 22.07 Pa), while at a higher shelf temperature, where the 
sublimate mass flow rate is higher, the pressure increases by about 0.5 
Pa (absolute pressure 22.4 Pa). Above the top shelf, however, we see 
that there is no local increase in pressure as the water vapor has more 
volume to expand into.

If we look at the velocity fields (Fig.  11), we see that the water vapor 
velocities in the system are relatively low at the lower temperature of 
the shelf because the sublimation rate is low, and we notice that the 
water vapor accelerates in the area to the left above the upper shelf. 
The increase in velocity in this region is due to the fact that all the 
water vapor generated in the system is directed into the connecting 
duct to the condenser. The same behavior, but even more pronounced, 
is observed at a higher temperature of the shelf, where we see that the 
velocities are much higher (higher sublimation rate) and the increase 
in velocity towards the connecting duct is also more pronounced. As 
observed on Fig.  12, at a higher shelf temperature, the temperatures in 
the system are relatively uniform, because the cold water vapor that 
9 
flows into the gap between the shelf and the top of the vials heats 
up to a higher temperature, while at a lower shelf temperature we see 
that the temperature in the gap is lower. The cold water vapor is only 
heated there to the temperature of the shelf (𝑇𝑠ℎ,𝑝𝑑 = −20 ◦C). When 
it then comes into contact with the walls of the chamber, it heats up 
even more, as the temperature difference between the shelf and the 
surrounding walls is higher.

4.4. Influence of temperature and pressure increase above the shelf on 10R 
and 15R vials

In addition to the simulations carried out for 22 Pa, a numerical 
simulation was also carried out at a chamber pressure of 6 Pa, with the 
initial product temperature set to −42 ◦C. This setting, which ensures 
gentle freeze-drying and is therefore frequently chosen in pharmaceu-
tical practice, represents a case in which the influence of the local 
pressure increase on the heat transfer to the vials as well as on the mass 
transfer rate is greatest. To investigate the effects of the local pressure 
increase, the primary drying times for a chamber pressure of 6 Pa, the 
temperature at the bottom of the product (minimum and maximum 
temperatures at the bottom of the product) and the temperature of 
the product at the end of drying (at which time these are at their 
highest) are shown below. The results are compared with uncoupled 
results using a constant pressure boundary condition for 𝑝𝑐 (set as 
chamber pressure, 6 or 22 Pa) when calculating the 1D heat and mass 
transfer within a vial. Figs.  13 and 14 illustrates the local pressure 
fluctuations above the vials and in the headspace of the vials for 10R 
and 15R vials at a chamber pressure of 22 Pa. As can be observed, 
the pressure increase above the 10R vials at a low shelf temperature 
of −20 ◦C is minimal, about 0.1 Pa. When the shelf temperature is 
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Fig. 9. Streamlines in the entire system (a) for shelf temperature of −20 ◦C and (b) for shelf temperature of +10 ◦C.
Fig. 10. Pressure fields along cross-sectional planes after 0.5 h of primary drying, at shelf temperatures 𝑇𝑠ℎ,𝑝𝑑 = −20 and +10 ◦C (separate legends for each shelf temperature).
increased to 10 ◦C, the pressure increase becomes more pronounced 
and reaches about 0.5 Pa. However, the pressure in the headspace of 
the vial increases more, namely by about 0.25 Pa at a shelf temperature 
of −20 ◦C and by up to 1 Pa at a shelf temperature of 10 ◦C. With 
the 15R vials, a much higher local pressure increase is observed above 
the vials. This is due to the smaller gap between the top of the rubber 
stoppers and the shelf above, which restricts the vapor flow and leads 
10 
to a greater increase in pressure. In contrast, the 10R vials have a 
larger gap so that the vapor can escape better and the pressure increase 
is lower. While the pressure difference between the top of the dried 
cake and the chamber pressure remains almost constant, the pressure 
increase in the headspace is much more pronounced at higher shelf 
temperatures. At a shelf temperature of 10 ◦C, the pressure in the 
headspace of the vial rises by about 4 Pa before gradually decreasing 
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Fig. 11. Velocity fields along cross-sectional planes after 0.5 h of primary drying, at shelf temperatures 𝑇𝑠ℎ,𝑝𝑑 = −20 and +10 ◦C (unified legend for comparison).
as the mass flow rate decreases. A similar trend can be observed for 
the edge vials, although the effect is less pronounced compared to the 
central vials. Fig.  14 shows local pressure variations above and in the 
headspace of 10R and 15R vials at 6 Pa. Compared to 22 Pa, pressure 
increases more due to lower system pressure and higher sublimation 
flow. For 15R vials, the increase is even more pronounced due to the 
smaller gap between the rubber stopper and shelf above. At −20 ◦C, 
pressure above central vials rises by  1 Pa, while at 10 ◦C it peaks at  4 
Pa before gradually decreasing. Headspace pressure also rises, reaching 
nearly 6 Pa at the highest shelf temperature. Edge vials show similar 
trends but with a smaller effect. These results confirm that at lower 
chamber pressures, restricted vapor flow over 15R vials significantly 
increases local pressure and heat transfer. Figs.  16 and 15 show the 
bottom product temperature (𝑇𝑏𝑜𝑡) for uncoupled and coupled results. 
In Fig.  15, differences are minimal at 22 Pa and −20 ◦C for 10R 
vials. However, 15R vials show greater deviation, indicating headspace 
pressure drop and increased heat supply affects product temperature 
more when the gap above the stopper narrows. At 10 ◦C, higher 
sublimation mass flow amplifies differences for both vials, especially 
for 15R, as increased pressure enhances heat transfer and headspace 
pressure. At 6 Pa (Fig.  16), differences between coupled and uncoupled 
results are more pronounced. For 10R vials at lower shelf temperatures, 
deviations remain small and sometimes negligible. However, 15R vials 
show a significant temperature increase as heat supply and headspace 
pressure rise, indicating stronger pressure-induced heat transfer. Differ-
ences grow at higher shelf temperatures: for 10R, bottom temperature 
11 
is  2 ◦C higher in the coupled model, while for 15R, it is  4 ◦C 
higher, decreasing as drying ends due to decrease of local pressure 
(Fig.  14). This highlights the importance of coupled models, especially 
for aggressive drying cycles where high temperatures risk product 
collapse. Since product temperature affects collapse risk, a coupled 
model ensures more accurate thermal assessment, improving process 
control and product quality. Fig.  17 shows bottom vial temperatures at 
the end of primary drying. 10R vials are arranged in four levels, with 
edge vials drying at higher temperatures due to greater heat supply. 
The highest temperatures occur in edge vials, followed by the second 
and third rows, with the lowest in the center. Differences between 
uncoupled and coupled results are larger at lower pressure and +10, ◦C
shelf temperature. At lower pressures and higher shelf temperatures, 
increased local pressure and headspace pressure drop affect heat input 
more, especially in 15R vials. In the central region, 15R vials show 
greater temperature deviations than 10R. Headspace pressure drop also 
intensifies temperature fluctuations, emphasizing that pressure-related 
heat and mass transfer effects increase as the gap above the stopper 
narrows. Table  3 shows maximum, minimum, and average primary 
drying times with standard deviation for all vials and separately for 
the bottom and top shelves. Comparing maximum drying times from 
the coupled and uncoupled models (neglecting vial pressure increase), 
at −20 ◦C and 22 Pa, the center 10R vial dries 0.22 h (1%) faster 
with coupling, while the 15R vial dries 0.24 h (1%) slower. At +10 ◦C, 
drying time decreases by 0.16 h (2.5%) for 10R and 0.14 h (2.2%) for 
15R. These results suggest that at lower shelf temperatures, pressure 
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Fig. 12. Temperature fields along cross-sectional planes after 0.5 h of primary drying, at shelf temperatures 𝑇𝑠ℎ,𝑝𝑑 = −20 and +10 ◦C (unified legend for comparison).
buildup above 10R vials enhances heat transfer enough to counteract 
internal pressure effects, as sublimation is slower. In 15R vials, how-
ever, increased headspace pressure slows mass transfer. At higher shelf 
temperatures, faster drying occurs in both cases, as external pressure 
buildup compensates for internal pressure effects. At 22 Pa, drying 
times on both shelves are similar for 10R and 15R vials at −20 ◦C, 
with no significant differences at +10 ◦C. However, at 6 Pa, notable 
differences emerge. At −20 ◦C, 15R vials on the bottom shelf dry in 
24.33 h, compared to 23.7 h for 10R vials (3% longer), suggesting local 
pressure buildup slows mass transfer. At +10 ◦C, differences increase; 
while 10R vials remain largely unaffected, 15R vials dry faster (8.72 h 
vs. 9.09 h for 10R, a 4% decrease), due to a smaller stopper-shelf gap 
increasing pressure and improving heat transfer. At 6 Pa and −20 ◦C, 
coupling reduces drying time by 0.67 h (2.7%) for 10R vials but only 
0.04 h (0.1%) for 15R vials. At +10 ◦C, reductions are 0.66 h (6.7%) 
for 10R and 1.03 h (10.5%) for 15R. In all cases at 6 Pa, pressure 
buildup improves heat transfer, offsetting resistance effects. Standard 
deviation data show shelf uniformity improves at 6 Pa for 15R vials. 
At −20 ◦C, bottom shelf deviation is 0.15 h (7%) lower than the top 
shelf. At +10 ◦C, the difference grows to 0.3 h (30.9%). This suggests 
pressure buildup enhances drying uniformity on the bottom shelf. These 
results illustrate the importance of using a coupled model, especially 
when the gap between the rubber stopper and the shelf above is small 
and the chamber pressure is 6 Pa and below. Under such conditions, 
the interactions between pressure build-up, heat transfer and mass 
transfer influence the drying behavior considerably, so that a simplified 
uncoupled approach is not sufficient.
12 
5. Conclusions

The conducted study demonstrates the improved effectiveness of the 
coupled multilevel computational model in predicting drying behavior 
in vial lyophilization. The findings highlight the impact of local pres-
sure variations on heat and mass transfer, emphasizing the importance 
of using the improved pressure coupling approach for accurate pro-
cess modeling, especially at lower chamber pressures. The numerical 
results align well with experimental data, showing similar trends in vial 
temperatures and drying rates.

At a shelf temperature of −20 ◦C, edge vials dry faster due to 
enhanced thermal radiation and additional heat transfer from the sur-
rounding walls. This effect becomes more pronounced at +10 ◦C, where 
edge vials exhibit approximately 20% shorter drying times. Despite 
these variations, the percent dry values remain within the confidence 
intervals of experimental measurements, although greater uncertainty 
is observed for center vials, likely due to differences in pore size 
resulting from uncontrolled nucleation.

The variations between 10R and 15R vials become particularly 
evident at lower chamber pressures (6 Pa). The smaller gap between the 
stopper and the shelf in 15R vials leads to a more significant pressure 
increase, which enhances heat transfer but also slows mass transfer, 
ultimately affecting drying times. At +10 ◦C, 15R vials dry faster 
than 10R vials due to the increased pressure-induced heat transfer. In 
contrast, at −20 ◦C, 15R vials exhibit longer drying times due to re-
stricted sublimation flow. Furthermore, the product temperature of 15R 
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Fig. 13. Local pressure variations above the vials and in the headspace for 10R and 15R vials at a chamber pressure of 22 Pa. The pressure increase is minimal for 10R vials due 
to a larger gap across the stopper, while 15R vials show a higher pressure increase, especially at a shelf temperature of 10 ◦C, as a smaller gap restricts vapor flow.

Fig. 14. Local pressure variations above the vials and in the headspace for 10R and 15R vials at a chamber pressure of 6 Pa. The pressure increase is more pronounced compared 
to a chamber pressure of 22 Pa, especially 15R vials show a higher pressure increase, which in turn is more pronounced at a shelf temperature of 10 ◦C, as a smaller gap restricts 
the vapor flow.
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Fig. 15. Temperature profiles at the bottom of the product (𝑇𝑏𝑜𝑡) for 10R and 15R vials at 22 Pa. The differences between the coupled and uncoupled solutions are minimal at a 
low shelf temperature of −20 ◦C, but become more pronounced at a higher shelf temperature of 10 ◦C.

Fig. 16. Temperature profiles at the bottom of the product (𝑇𝑏𝑜𝑡) for 10R and 15R vials at 6 Pa. At lower system pressure, the differences between coupled and uncoupled solutions 
are significantly larger, especially for the 15R due to increased local heat transfer.
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Table 3
Maximum, minimum and average primary drying times (with standard deviation) for all vials in the freeze dryer (abbr. Both), bottomshelf (abbr. Bot) and the upper shelf (abbr. 
Up), comparing the results of the coupled and uncoupled (abbr. Unc.) models for 10R and 15R vials at chamber pressures of 6 and 22 Pa.
 Shelf 𝑇𝑠ℎ [◦C] 10R vial 15R vial
 Max (h) Min (h) Avg (h) SD (𝜎) (h) Max (h) Min (h) Avg (h) SD (𝜎) (h) 
 

Pressure 6 Pa

Both −20 23.72 18.29 21.05 2.07 24.70 18.83 21.71 2.15  
 10 9.14 6.62 7.92 0.94 9.57 6.69 7.99 0.91  
 Bot −20 23.70 18.29 21.04 2.06 24.33 18.83 21.61 2.07  
 10 9.09 6.62 7.90 0.93 8.72 6.69 7.74 0.70  
 Up −20 23.72 18.29 21.05 2.07 24.70 18.86 21.81 2.22  
 10 9.14 6.65 7.94 0.95 9.57 6.87 8.25 1.02  
 Unc. −20 24.37 24.37  
 10 9.75 9.75  
 

Pressure 22 Pa

Both −20 22.72 19.62 21.25 1.19 23.18 19.93 21.60 1.22  
 10 6.17 5.15 5.69 0.39 6.32 5.24 5.78 0.38  
 Bot −20 22.72 19.62 21.25 1.19 23.18 19.93 21.63 1.24  
 10 6.16 5.15 5.69 0.39 6.18 5.24 5.74 0.35  
 Up −20 22.72 19.62 21.25 1.19 23.08 19.93 21.57 1.21  
 10 6.17 5.15 5.69 0.39 6.32 5.27 5.82 0.40  
 Unc. −20 22.94 22.94  
 10 6.32 6.32  
Fig. 17. Comparison of temperature at the bottom of the vial for all the vials inside of the freeze-dryer at the end of primary drying (a) shelf temperature of +10 ◦C and chamber 
pressure 6 Pa (b) shelf temperature of −20 ◦C at chamber pressure of 22 Pa for 10R vials (left) and 15R vials (right). The vials exhibit four discrete temperature levels due to the 
influence of packing factors.
vials is generally higher than that of 10R vials, reflecting the greater 
heat transfer effect associated with the increased local pressure. These 
findings highlight the importance of using a coupled model, especially 
in scenarios with small stopper-shelf gaps and lower chamber pressures, 
where pressure-induced effects on both heat and mass transfer play 
a crucial role in accurately predicting drying behavior and product 
temperature.

The coupled model shows a different drying behavior, especially at 
low pressure (6 Pa) and small stopper- shelf gaps, where the pressure 
build-up significantly influences the heat and mass transfer. At lower 
shelf temperatures (−20 ◦C), increased pressure for 10R vials led to 
15 
a reduction in drying time of 0.67 h (2.7%), whereas for 15R vials 
the coupling had only a minimal effect, reducing drying time by only 
0.04 h (0.1%). At higher shelf temperatures (+10 ◦C), coupling reduced 
drying time by 0.66 h (6.7%) for 10R vials and 1.03 h (10.5%) for 15R 
vials, which is a more significant improvement. In addition, 15R vials 
on the bottom shelf at 6 Pa had a 3% longer drying time than 10R vials 
at −20 ◦C (24.33 h vs. 23.7 h), while the 15R vials dried 4% faster 
than 10R vials at +10 ◦C (8.72 h vs. 9.09 h). The data also showed 
improved uniformity of drying, particularly on the bottom shelf, at 6 
Pa, with the bottom shelf deviation being 0.15 h (7%) less than the 
top shelf at −20 ◦C and 0.3 h (30.9%) less at +10 ◦C. These results 
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emphasize the importance of considering pressure effects, especially 
under conditions where the gap between the rubber stopper and shelf 
is small and the chamber pressure is 6 Pa or less. In conclusion, lower 
system pressure increases the temperature variation of the product 
between the fastest and the slowest drying vials, potentially impacting 
product stability. This highlights the need for pressure coupling in the 
model at lower chamber pressures to ensure accurate predictions and 
control of product temperature.
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